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207 

208 1.1 Purpose and Scope 

209 This publication explains selected security challenges involving Infrastructure as a Service (IaaS) cloud 
210 computing technologies and geolocation. It then describes a proof of concept implementation that was 
211 designed to address those challenges. The publication provides sufficient details about the proof of 
212 concept implementation so that organizations can reproduce it if desired. The publication is intended to be 
213 a blueprint or template that can be used by the general security community to validate and implement the 
214 described proof of concept implementation. 

215 It is important to note that the proof of concept implementation presented in this publication is only one 
216 possible way to solve the security challenges. It is not intended to preclude the use of other products, 
217 services, techniques, etc. that can also solve the problem adequately, nor is it intended to preclude the use 
218 of any cloud products or services not specifically mentioned in this publication. 

219 1.2 Document Structure 

220 This document is organized into the following sections and appendices: 

221  Section 2 defines the problem (use case) to be solved. 

222  Sections 3, 4, and 5 describe the three stages of the proof of concept implementation. 

223  Appendix A provides an overview of the high-level hardware architecture of the proof of concept 
224 implementation, as well as details on how Intel platforms implement hardware modules and 
225 enhanced hardware-based security functions. 

226  Appendix B contains supplementary information provided by HyTrust describing all the required 
227 components and steps required to setup the proof of concept implementation. 

228  Appendix C contains supplementary information provided by Intel describing all the required 
229 components and steps required to setup the proof of concept implementation. 

230  Appendix D presents screen shots from the HyTrust Cloud Control product that demonstrate the 
231 monitoring of measurements in a governance, risk, and compliance dashboard. 

232  Appendix E lists the major controls from NIST Special Publication 800-53 Revision 4, Security 
233 and Privacy Controls for Federal Information Systems and Organizations that affect trusted 
234 geolocation. 

235  Appendix F maps the major security features from the proof of concept implementation to the 
236 corresponding subcategories from the Cybersecurity Framework. 

237  Appendix G lists and defines acronyms and other abbreviations used in the document. 

238  Appendix H provides references for the document. 

239 

1 Introduction 
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240 

241 This section defines the problem—the use case—that is to be solved through the proof of concept 
242 implementation. Section 2.1 explains the basics of the problem. Section 2.2 defines the problem more 
243 formally, outlining all of the intermediate requirements (goals) that must be met in order to achieve the 
244 desired solution. These requirements are grouped into three stages of the use case, each of which is 
245 examined more closely in Sections 2.2.1 through 2.2.3, respectively. 

246 2.1 Problem to Address 

247 Shared cloud computing technologies are designed to be highly agile and flexible, transparently using 
248 whatever resources are available to process workloads for their customers. However, there are security 
249 and privacy concerns with allowing unrestricted workload migration. Whenever multiple workloads are 
250 present on a single cloud server, there is a need to segregate those workloads from each other so that they 
251 do not interfere with each other, gain access to each other’s sensitive data, or otherwise compromise the 
252 security or privacy of the workloads. Imagine two rival companies with workloads on the same server; 
253 each company would want to ensure that the server can be trusted to protect their information from the 
254 other company. Similarly, a single organization might have multiple workloads that need to be kept 
255 separate because of differing security requirements and needs for each workload. 

256 Another concern with shared cloud computing is that workloads could move from cloud servers located in 
257 one country to servers located in another country. Each country has its own laws for data security, 
258 privacy, and other aspects of information technology (IT). Because the requirements of these laws may 
259 conflict with an organization’s policies or mandates (e.g., laws, regulations), an organization may decide 
260 that it needs to restrict which cloud servers it uses based on their location. A common desire is to only use 
261 cloud servers physically located within the same country as the organization, or physically located in the 
262 same country as the origin of the information. Determining the approximate physical location of an 
263 object, such as a cloud computing server, is generally known as geolocation. Geolocation can be 
264 accomplished in many ways, with varying degrees of accuracy, but traditional geolocation methods are 
265 not secured and they are enforced through management and operational controls that cannot be automated 
266 and scaled. Therefore, traditional geolocation methods cannot be trusted to meet cloud security needs.  

267 The motivation behind this use case is to improve the security of cloud computing and accelerate the 
268 adoption of cloud computing technologies by establishing an automated hardware root of trust method for 
269 enforcing and monitoring geolocation restrictions for cloud servers. A hardware root of trust is an 
270 inherently trusted combination of hardware and firmware that maintains the integrity of the geolocation 
271 information and the platform. The hardware root of trust is seeded by the organization, with the host’s 
272 unique identifier and platform metadata stored in tamper-resistant hardware. This information is accessed 
273 by management and security tools using secure protocols to assert the integrity of the platform and 
274 confirm the location of the host. 

275 2.2 Requirements 

276 Using trusted compute pools (described in Section 3) is a leading approach to aggregate trusted systems 
277 and segregate them from untrusted resources, which results in the separation of higher-value, more 
278 sensitive workloads from commodity application and data workloads. The principles of operation are to: 

279 1. Create a part of the cloud to meet the specific and varying security requirements of users. 

280 2. Control access to that portion of the cloud so that the right applications (workloads) get 
281 deployed there. 

2 Use Case 
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282 3. Enable audits of that portion of the cloud so that users can verify compliance. 

283 These trusted compute pools allow IT to gain the benefits of the dynamic cloud environment while still 
284 enforcing higher levels of protections for their more critical workloads.   

285 The ultimate goal is to be able to use trusted geolocation for deploying and migrating cloud workloads 
286 between cloud servers within a cloud. This goal is dependent on smaller prerequisite goals, which can be 
287 thought of as requirements that the solution must meet. Because of the number of prerequisites, they have 
288 been grouped into three stages: 

289 0. Platform Attestation and Safer Hypervisor Launch. This ensures that the cloud workloads 
290 are run on trusted server platforms. 

291 1. Trust-Based Homogeneous Secure Migration. This stage allows cloud workloads to be 
292 migrated among homogeneous trusted server platforms within a cloud. 

293 2. Trust-Based and Geolocation-Based Homogeneous Secure Migration. This stage allows 
294 cloud workloads to be migrated among homogeneous trusted server platforms within a cloud, 
295 taking into consideration geolocation restrictions. 

296 The prerequisite goals for each stage, along with more general information on each stage, are explained 
297 below. 

298 2.2.1 Stage 0: Platform Attestation and Safer Hypervisor Launch 

299 A fundamental component of a solution is having some assurance that the platform the workload is 
300 running on can be trusted. If the platform is not trustworthy, then not only is it putting the workload at 
301 greater risk of compromise, but also there is no assurance that the claimed geolocation of the cloud server 
302 is accurate. Having basic assurance of trustworthiness is the initial stage in the solution. 

303 Stage 0 includes the following prerequisite goals: 

304 1. Configure a cloud server platform as being trusted. The “cloud server platform” includes the 
305 hardware configuration (e.g., BIOS settings) and the hypervisor configuration. (This assumes that 
306 the hypervisor is running directly on the hardware, and not on top of another operating system. 
307 This also assumes that the hypervisor has not been compromised and that the hypervisor is the 
308 designated version.) 

309 2. Before each hypervisor launch, verify (measure) the trustworthiness of the cloud server 
310 platform. The items configured in goal 1 (BIOS and hypervisor) need to have their 
311 configurations verified before launching the hypervisor to ensure that the assumed level of trust is 
312 still in place. 

313 3. During hypervisor execution, periodically audit the trustworthiness of the cloud server 
314 platform. This periodic audit is essentially the same check as that performed as goal 2, except 
315 that it is performed frequently while the hypervisor is executing. Ideally this checking would be 
316 part of continuous monitoring. 

317 Achieving all of these goals will not prevent attacks from succeeding, but will cause unauthorized 
318 changes to the hypervisor or BIOS to be detected much more rapidly than they otherwise would have 
319 been. So if a hypervisor is tampered with or subverted, the alteration will be detected quickly, almost 

3
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320 instantly if continuous monitoring is being performed. This allows an immediate stop to execution, thus 
321 limiting damage to the information being processed within the cloud computing server. 

322 For more information on the technical topics being addressed by these goals, see the following NIST 
323 publications: 

324  NIST SP 800-125, Guide to Security for Full Virtualization Technologies 
325 http://csrc.nist.gov/publications/PubsSPs.html#800-125 

326  NIST SP 800-128, Guide for Security-Focused Configuration Management of Information 
327 Systems 
328 http://csrc.nist.gov/publications/PubsSPs.html#800-128 

329  NIST SP 800-137, Information Security Continuous Monitoring for Federal Information Systems 
330 and Organizations 
331 http://csrc.nist.gov/publications/PubsSPs.html#800-137 

332  NIST SP 800-144, Guidelines on Security and Privacy in Public Cloud Computing 
333 http://csrc.nist.gov/publications/PubsSPs.html#800-144 

334  NIST SP 800-147B, BIOS Protection Guidelines for Servers 
335 http://csrc.nist.gov/publications/PubsSPs.html#SP-800-147-B 

336  Draft NIST SP 800-155, BIOS Integrity Measurement Guidelines 
337 http://csrc.nist.gov/publications/PubsSPs.html#800-155 

338 2.2.2 Stage 1: Trust-Based Homogeneous Secure Migration 

339 Once stage 0 has been successfully completed, the next objective is to be able to migrate workloads 
340 among homogeneous, trusted platforms. Workload migration is a key attribute of cloud computing, 
341 improving scalability and reliability. The purpose of this stage is to ensure that any server that a workload 
342 is moved to will have the same level of security assurance as the server it was initially deployed to. 

343 Stage 1 includes the following prerequisite goals: 

344 1. Deploy workloads only to cloud servers with trusted platforms. This basically means that you 
345 perform stage 0, goal 3 (auditing platform trustworthiness during hypervisor execution) and only 
346 deploy a workload to the cloud server if the audit demonstrates that the platform is trustworthy. 

347 2. Migrate workloads on trusted platforms to homogeneous cloud servers on trusted 
348 platforms; prohibit migration of workloads between trusted and untrusted servers. For the 
349 purposes of this publication, homogeneous cloud servers are those that have the same hardware 
350 architecture (e.g., CPU type) and the same hypervisor type, and that reside in the same cloud with 
351 a single management console. If a workload has been deployed to a trusted platform, the level of 
352 assurance can only be sustained if it is migrated only to hosts with comparable trust levels. So this 
353 goal is built upon stage 0, goal 3 (auditing platform trustworthiness during hypervisor execution) 
354 performed on both the workload’s current server and the server to migrate the workload to. Only 
355 if both servers pass their audits can the migration be permitted to occur. 

356 Achieving these goals ensures that the workloads are deployed to trusted platforms, thus reducing the 
357 chance of workload compromise. 
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358 For more information on the technical topics being addressed by these goals, see the following NIST 
359 publications: 

360  NIST SP 800-137, Information Security Continuous Monitoring for Federal Information Systems 
361 and Organizations 
362 http://csrc.nist.gov/publications/PubsSPs.html#800-137 

363  NIST SP 800-144, Guidelines on Security and Privacy in Public Cloud Computing 
364 http://csrc.nist.gov/publications/PubsSPs.html#800-144 

365  NIST SP 800-147B, BIOS Protection Guidelines for Servers 
366 http://csrc.nist.gov/publications/PubsSPs.html#SP-800-147-B 

367  Draft NIST SP 800-155, BIOS Integrity Measurement Guidelines 
368 http://csrc.nist.gov/publications/PubsSPs.html#800-155 

369 2.2.3 Stage 2: Trust-Based and Geolocation-Based Homogeneous Secure Migration 

370 The next stage builds upon stage 1 by adding the ability to continuously monitor and enforce geolocation 
371 restrictions. 

372 Stage 2 includes the following prerequisite goals: 

373 1. Have trusted geolocation information for each trusted platform instance. This information 
374 would be stored within the cloud server’s BIOS (as a cryptographic hash within the hardware 
375 cryptographic module), so that it could be verified and audited readily. 

376 2. Provide configuration management and policy enforcement mechanisms for trusted 
377 platforms that include enforcement of geolocation restrictions. This goal builds upon stage 1, 
378 goal 2 (migrating workloads on trusted platforms to other trusted platforms); it enhances stage 1, 
379 goal 2 by adding a geolocation check to the server to migrate the workload to. 

380 3. During hypervisor execution, periodically audit the geolocation of the cloud server platform 
381 against geolocation policy restrictions. This goal is built upon stage 0, goal 3 (auditing platform 
382 trustworthiness during hypervisor execution), but it is specifically auditing the geolocation 
383 information against the policies for geolocation to ensure that the server’s geolocation does not 
384 violate the policies. 

385 Achieving these goals ensures that the workloads are not transferred to a server in an unsuitable 
386 geographic location. This avoids issues caused by clouds spanning different physical locations (e.g., 
387 countries or states with different data security and privacy laws). 

388 For more information on the technical topics being addressed by these goals, see the following NIST 
389 publications: 

390  NIST SP 800-128, Guide for Security-Focused Configuration Management of Information 
391 Systems 
392 http://csrc.nist.gov/publications/PubsSPs.html#800-128 
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393 
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401 

402 This section describes stage 0 of the proof of concept implementation (platform attestation and safer 
403 hypervisor launch). 

404 3.1 Solution Overview 

405 This stage of the use case enables the creation of what are called trusted compute pools. Also known as 
406 trusted pools, they are physical or logical groupings of computing hardware in a data center that are 
407 tagged with specific and varying security policies, and the access and execution of apps and workloads 
408 are monitored, controlled, audited, etc. In this phase of the solution, an attested launch of the platform 
409 including the hypervisor is deemed as a trusted node, and is added to the trusted pool. 

410 Figure 1 depicts the concept of trusted pools. The resources tagged green indicate trusted ones. Critical 
411 policies can be defined such that security-sensitive cloud services can only be launched on these trusted 
412 resources, or migrated to other trusted platforms within these pools.   

413 

3 Use Case Instantiation Example: Stage 0 

414 

Figure 1: Concept of Trusted Pools 
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416 In order to have a trusted launch of the platform, the two key questions that should be answered are: 

417 1. How would the entity needing this information know if a specific platform has the necessary 
418 enhanced hardware-based security features enabled and if a specific platform has a 
419 defined/compliant operating system (OS)/virtual machine manager (VMM) running on it? 

420 2. Why should the entity requesting this information, which in a cloud environment would be a 
421 scheduler/orchestrator trying to schedule a workload on a set of available nodes/servers, believe 
422 the response from the platform? 

423 Attestation provides the definitive answers to these questions. Attestation is the process of providing a 
424 digital signature of a set of measurements securely stored in hardware, then having the requestor validate 
425 the signature and the set of measurements. Attestation requires roots of trust. The platform has to have a 
426 Root of Trust for Measurement (RTM) that is implicitly trusted to provide an accurate measurement, and 
427 enhanced hardware-based security features provide the RTM. The platform also has to have a Root of 
428 Trust for Reporting (RTR) and a Root of Trust for Storage (RTS), and the same enhanced hardware-based 
429 security features provide these. 

430 The entity that challenged the platform for this information now can make a determination about the trust 
431 of the launched platform by comparing the provided set of measurements with “known good/golden” 
432 measurements. Managing the “known good” for different hypervisors and operating systems, and various 
433 BIOS software, and ensuring they are protected from tampering and spoofing is a critical IT operations 
434 challenge. This capability can be internal to a service provider, or it could be delivered as a service by a 
435 trusted third party for service providers and enterprises to use. 

436 3.2 Solution Architecture 

437 Figure 2 provides a layered view of the solution system architecture. The indicated servers in the resource 
438 pool include a hardware module for storing sensitive keys and measurements. All the servers are 
439 configured by the virtualization management server. 
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440 

441 Figure 2: Stage 0 Solution System Architecture 

442 The initial step in instantiating the architecture requires provisioning the server for enhanced hardware
443 based security features. This currently requires physical access to the server to access the BIOS, enable a 
444 set of configuration options to use the hardware module (including taking ownership of the module), and 
445 activate the enhanced hardware-based security features. This process is highly BIOS and OEM 
446 dependent. This step is mandatory for a measured launch of the OS/hypervisor. 

447 Assuming that the virtual machine (VM) supports the enhanced hardware-based security features and 
448 these features have been enabled and a launch policy configured, the hypervisor undergoes a measured 
449 launch, and the BIOS and VMM components are measured (cryptographically) and placed into the server 
450 hardware module. These measurement values are accessible through the virtualization management server 
451 via the API. When the hosts are initially configured with the virtualization management server, the 
452 relevant measurement values are cached in the virtualization management database. 

453 In addition to the measured launch, this solution architecture also provides provisions to assign a secure 
454 geolocation tag (geotag) to each of the servers during the provisioning process. The geotag is provisioned 
455 to a non-volatile index in the hardware module via an out-of-band mechanism, and on a hypervisor 
456 launch, the contents of the index are inserted/extended into the hardware module. Enhanced hardware
457 based security features provide the interface and attestation to the geotag information, including the 
458 geotag lookup and user-readable/presentable string/description. 

9
 



  

 

 

 

  

TRUSTED GEOLOCATION IN THE CLOUD: PROOF OF CONCEPT IMPLEMENTATION (SECOND DRAFT) 

459 

460 

461 This section discusses stage 1 of the proof of concept implementation (trust-based homogeneous secure 
462 migration), which is based on the stage 0 work and adds components that migrate workloads among 
463 homogeneous, trusted platforms. 

464 4.1 Solution Overview 

465 Figure 3 shows the operation of the stage 1 solution. It assumes that Server A and Server B are two 
466 servers within the same cloud. 

4 Use Case Instantiation Example: Stage 1 

467 

Figure 3: Stage 1 Solution Overview 
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469 


470 There are five generic steps performed in the operation of the stage 1 solution, as outlined below and 

471 reflected by the numbers in Figure 3:
 

472 1. Server A performs a measured launch, with the enhanced hardware-based security features 

473 populating the measurements in the hardware module. 


474 2. Server A sends a quote to the Trust Authority. The quote includes signed hashes of the BIOS, 

475 TBOOT, VM, and geotag values. 


476 3. The Trust Authority verifies the signature and hash values and sends an authorization token to 

477 Server A.
 

478 4. Server A’s management layer executes a policy-based action (in this case, a VM transfer to 

479 Server B). 


480 5. Server A and Server B get audited periodically based on their measurement values.
 

481 4.2 Solution Architecture 


482 The stage 1 architecture is identical to the stage 0 architecture (see Figure 2), with additional 

483 measurement occurring related to the migration of workloads among trusted hosts. 

484 
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485 

486 This section discusses stage 2 of the proof of concept implementation (trust-based and geolocation-based 
487 homogeneous secure migration), which is based on the stage 1 work and adds components that take into 
488 account geolocation restrictions. 

489 5.1 Solution Overview 

490 Stage 2 adds the monitoring of measurements in a governance, risk, and compliance dashboard. One chart 
491 that might appear in such a dashboard could reflect the relative size of the pools of trusted and untrusted 
492 cloud servers. This could be displayed by percentage and/or count. Figure 4 shows a notional example. 

5 Use Case Instantiation Example: Stage 2 

493 

494 Figure 4: Notional Graph of Trusted and Untrusted Pool Sizes 

495 Table 1 is a drill-down page from the high-level dashboard view shown in Figure 4. It provides more 
496 details on all the servers within the cloud. In this example, there are three servers. Information listed for 
497 each server includes the server’s IP address, the status of the three measurements (trusted boot validation, 
498 geolocation validation, and system validation), and the timestamp for when those measurements were 
499 taken. 

500 Table 1: Trusted Boot and Geolocation Compliance View 

VM Host Trusted Boot 
Validation 

Geolocation 
Validation 

System Validation Last Data Pull 

<Host 1> Yes/No Yes/No Yes/No <Timestamp> 

<Host 2> Yes/No Yes/No Yes/No <Timestamp> 

<Host 3> Yes/No Yes/No Yes/No <Timestamp> 

501 

502 Figure 5 shows a drill-down from Table 1 for an individual server. It includes the raw measurement data 
503 for the trusted boot validation and the geolocation validation, alongside the “golden values” that the 
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504 trusted boot value and geolocation value are expected to have. It also shows when the server was first 
505 measured and when it was most recently measured. Measuring each server’s characteristics frequently 
506 (such as every five minutes) helps to achieve a continuous monitoring solution for the servers. 

General Information 

VM Host: <IP Address or Host Name> Tracking ID: <Unique ID> 

First Published: <Time Stamp> Last Data Pull: <Time Stamp> 

Golden Trusted 
Boot Value: 

<Provision Time Trusted Boot Value> Current Trusted 
Boot Value: 

<Current Trusted Boot Value> 

Golden 
Geolocation 
Value: 

<Provision Time Geolocation Value> Current 
Geolocation 
Value: 

<Current Geolocation Value> 

Trust Validation 

System Validation: Yes/No 

Trusted Boot Validation: Yes/No Geolocation Validation: Yes/No 

508 Figure 5: Single Server Overview 

509 5.2 Solution Architecture 

510 
511 

The stage 2 architecture is identical to the stage 0 and stage 1 architectures (see Figure 2), with additional 
reporting and monitoring occurring related to geolocation. 

512 
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513 

514 This appendix provides an overview of the high-level hardware architecture of the proof of concept 
515 implementation, as well as details on how Intel platforms implement hardware modules and enhanced 
516 hardware-based security functions. 

517 A.1 High-Level Implementation Architecture 

518 Following the recommendations proposed in NIST SP 800-125, the high-level architecture of the proof of 
519 concept implementation is composed of three distinct networks to isolate the traffic flowing through the 
520 management VMs, storage device, and public VMs. Figure 6 represents the proof of concept 
521 implementation architecture, which includes the various hardware and logical networks. 

Appendix A—Hardware Architecture and Prerequisites 

522 

523 Figure 6: Proof of Concept Implementation 

524 Management Network 

525 The management workstation is connected to the management network, which includes the four 
526 management servers. A dedicated server is used to host the management VMs for the other management 
527 servers: the cloud orchestration server, the trust authority server, and the audit and reporting server. The 
528 cloud orchestration server manages the remaining three servers, which are part of the cluster hosting the 
529 public VMs. The measurement server takes measurements of the trusted cloud cluster and directs them to 
530 the cloud orchestration server. The audit and reporting server communicates with the cloud orchestration 
531 server to obtain the measurement values to reflect in the dashboard view.   
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532 The management network is connected to a dedicated non-routable network. An additional non-routable 
533 network is used to support the automated migration of the VMs from different nodes across the trusted 
534 cluster. 

535 Storage Network 

536 The storage device provides shared storage where the public VMs are hosted. The three public VM 
537 servers are connected to the storage network, which uses a non-routable network. 

538 Public VM Network 

539 The public VM network is accessible to the workload owners from the Internet. In the demonstration, a 
540 single server represents a typical public workload VM controlled by the customers over the Internet. A 
541 dedicated network card on each of the trusted cluster server nodes is used to carry the VM’s traffic. 

542 A.2 Intel Trusted Execution Technology (Intel TXT) & Trusted Platform Module (TPM) 

543 Hardware-based root of trust, when coupled with an enabled operating system, hypervisor and solutions, 
544 constitutes the foundation for a more secure computing platform. This secure platform ensures OS and 
545 VMM integrity at boot from rootkits or other low-level attacks. It establishes the trustworthiness of the 
546 server and host platforms. 

547 There are three roots of trust in a trusted platform: 

548  Root of trust for measurement (RTM) 

549  Root of trust for reporting (RTR) 

550  Root of trust for storage (RTS) 

551 RTM, RTR, and RTS are the foundational elements of a single platform. These are the system elements 
552 that must be trusted because misbehavior in these normally would not be detectable in the higher layers.  
553 In an Intel TXT-enabled platform the RTM is the Intel microcode. This is the Core-RTM (CRTM). An 
554 RTM is the first component to send integrity-relevant information (measurements) to the RTS. Trust in 
555 this component is the basis for trust in all the other measurements. RTS contains the component identities 
556 (measurements) and other sensitive information. A trusted platform module (TPM) provides the RTS and 
557 RTR capabilities in a trusted computing platform. 

558 Intel® Trusted Execution Technology (Intel® TXT) is the RTM, and it is a mechanism to enable 
559 visibility, trust, and control in the cloud. Intel TXT is a set of enhanced hardware components designed to 
560 protect sensitive information from software-based attacks. Intel TXT features include capabilities in the 
561 microprocessor, chipset, I/O subsystems, and other platform components. When coupled with an enabled 
562 operating system, hypervisor, and enabled applications, these capabilities provide confidentiality and 
563 integrity of data in the face of increasingly hostile environments. 

564 Intel TXT incorporates a number of secure processing innovations, including: 

565  Protected execution. Lets applications run in isolated environments so that no unauthorized 
566 software on the platform can observe or tamper with the operational information. Each of these 
567 isolated environments executes with the use of dedicated resources managed by the platform. 

568  Sealed storage. Provides the ability to encrypt and store keys, data, and other sensitive 
569 information within the hardware. This can only be decrypted by the same environment that 
570 encrypted it. 
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571  Attestation. Enables a system to provide assurance that the protected environment has been 
572 correctly invoked and to take a measurement of the software running in the protected space. The 
573 information exchanged during this process is known as the attestation identity key credential and 
574 is used to establish mutual trust between parties.  

575  Protected launch. Provides the controlled launch and registration of critical system software 
576 components in a protected execution environment. 

577 Intel® Xeon® processor 5600 series and the more recent Xeon Processor E3, Xeon Processor E7, and 
578 forthcoming Xeon Processor E5 series processors support Intel TXT.  

579 Figure 7 depicts the different hardware and software components that Intel TXT is comprised of. Intel 
580 TXT works through the creation of a measured launch environment (MLE) enabling an accurate 
581 comparison of all the critical elements of the launch environment against a known good source. Intel TXT 
582 creates a cryptographically unique identifier for each approved launch-enabled component and then 
583 provides a hardware-based enforcement mechanism to block the launch of any code that does not match 
584 or, alternately, indicate when an expected trusted launch has not happened. This hardware-based solution 
585 provides the foundation on which IT administrators can build trusted platform solutions to protect against 
586 aggressive software-based attacks and to better control their virtualized or cloud environments. 

587 

588 Figure 7: Intel TXT Components 

589 Figure 8 illustrates two different scenarios. In the first, the measurements match the expected values, so 
590 the launch of the BIOS, firmware, and VMM is allowed. In the second, the system has been compromised 
591 by a rootkit (malicious hypervisor), which attempts to install itself below the hypervisor to gain access to 
592 the platform. In this case, the Intel TXT-enabled, MLE-calculated hash system measurement will differ 
593 from the expected value due to the insertion of the rootkit. Therefore, based on the launch policy, Intel 
594 TXT could abort the launch of the hypervisor or report an untrusted launch to the virtualization or cloud 
595 management infrastructure for subsequent use. 
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596 

597 Figure 8: How Intel TXT Protects the Launch Environment 

598 A.3 Attestation 

599 There are two main considerations for use cases to be instantiated and delivered in a cloud: 
600  How would the entity needing this information know if a specific platform has Intel TXT enabled 
601 or if a specific server has a defined or compliant BIOS or OS running on it (i.e., can it be 
602 trusted)? 
603  Why should the entity requesting this information (which, in a cloud environment, could be a 
604 resource scheduler or orchestrator trying to schedule a service on a set of available nodes or 
605 servers) trust the response from the platform? 

606 An attestation authority provides the definitive answers to these questions. Attestation up-levels the 
607 notion of roots of trust by making the information from various roots of trust visible and usable by other 
608 entities. Figure 9 illustrates the attestation protocol providing the means for conveying measurements to 
609 the challenger. The endpoint attesting device must have a means of measuring the BIOS firmware, low 
610 level device drivers, and operating system and virtual machine monitor components, and forwarding those 
611 measurements to the attestation authority. The attesting device must do this while protecting the integrity, 
612 authenticity, nonrepudiation, and in some cases, confidentiality of those measurements. 
613 
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614 

615 Figure 9: Remote Attestation Protocol 

616 Here are the steps shown in Figure 9 for the remote attestation protocol: 

617  In step 1, the challenger, at the request of a requester, creates a non-predictable nonce 
618 (NC) and sends it to the attestation agent on the attesting node, along with the selected 
619 list of Platform Configuration Registers (PCRs).  

620  In step 2, the attestation agent sends that request to the TPM as a TPMQuoteRequest 
621 with the nonce and the PCR List. 

622  In step 3, in response to the TPMQuote request, the TPM loads the attestation identity 
623 key from protected storage in the TPM by using the storage root key (SRK), and 
624 performs a TPM Quote command, which is used to sign the selected PCRs and the 
625 provided nonce (NC) with the private key AIKpriv. Additionally, the attesting agent 
626 retrieves the stored measurement log (SML).  

627  In step 4, the integrity response step, the attesting agent sends the response consisting of 
628 the signed quote, signed nonce (NC), and the SML to the challenger. The attesting 
629 agent also delivers the Attestation Identity Key (AIK) credential, which consists of the 
630 AIKpub that was signed by a privacy CA. 

631  In step 5a, the challenger validates if the AIK credential was signed by a trusted 
632 Privacy-CA, thus belonging to a genuine TPM. The challenger also verifies whether 
633 AIKpub is still valid by checking the certificate revocation list of the trusted issuing 
634 party. 
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635  In step 5b, the challenger verifies the signature of the quote and checks the freshness of 
636 the quote. 

637  In step 5c, based on the received SML and the PCR values, the challenger processes the 
638 SML, compares the individual module hashes that are extended to the PCRs against the 
639 “good known or golden values,” and recomputes the received PCR values. If the 
640 individual values match the golden values and if the computed values match the signed 
641 aggregate, the remote node is asserted to be in a trusted state. 
642 
643 This protocol is highly resistant against replay attacks, tampering, and masquerading. 

644 
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645 

646 This section contains supplementary information provided by HyTrust describing all the required 
647 components and steps required to set up the proof of concept implementation. 

648 B.1 Solution Architecture 

649 Figure 10 shows the architecture depicted in Appendix A, but with the specific products used in the 
650 HyTrust platform implementation. 

Appendix B—Platform Implementation: HyTrust 

651 

652 Figure 10: HyTrust Proof of Concept Implementation 

653 B.2 Hardware Description 

654 The implemented architecture is composed of three Dell servers running VMware ESXi 5.5 configured as 

655 a cluster with a shared resource pool utilizing an iSCSI storage device, a management node that includes 

656 three VMs providing different functionalities, and a dedicated management workstation. 


657 Trusted Cloud Cluster: 

658  3 x Dell PowerEdge R620 (Intel TXT enabled): 

659 o 2 x Intel Xeon Processor E5-2660 @ 2.20GHz
 
660 o 64 GB Memory 

661 o VMware ESXi 5.5 hosting the following VMs: 

662  Windows Server 2008 R2 for test workload VM connected to the VM Traffic Network 
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TRUSTED GEOLOCATION IN THE CLOUD: PROOF OF CONCEPT IMPLEMENTATION (SECOND DRAFT) 

663 Storage: 

664  Dell EqualLogic PS4100
 

665 Management Node: 

666  Dell PowerEdge R620 (Intel TXT enabled): 

667 o 2 x Intel Xeon Processor E5-2660 @ 2.20GHz
 
668 o 64 GB Memory 


669  VMware ESXi 5.1 hosting the following VM:
 
670 o Windows Server 2008 R2 with VMware vCenter Enterprise Plus Server 

671 o Windows Server 2008 with Active Directory and DNS enabled 

672 o Ubuntu 12.04 setup as a PXE Boot Server (iPXE, tfptd, nfs)
 
673 o HyTrust Cloud Control
 

674 Management Workstation:
 
675  Dell Optiplex 980 

676 o Windows 7 with VMware vSphere client 


677 B.3 BIOS Changes 

678 The following changes are required in the BIOS settings: 

679 1. Set Intel TXT to “Enabled”. 


680 2. Set Intel Virtualization Technology (Intel VT) to “Enabled”. 


681 3. Set Intel VT for Directed I/O to “Enabled”. 


682 4. Set “Administrator Password” and reboot prior to enabling the TPM. 


683 5. Change TPM Administrative Control to “Turn On”; TPM state will show as “enabled and 

684 activated” after reboot.
 

685 B.4 HyTrust CloudControl Installation and Configuration with VMware Components 

686 HTCC 4.0.0 Product Documentation: 

687 http://downloads.hytrust.com/product_documentation/4.0.0/HyTrust_CloudControl_Installation_Guide.pdf 

688 http://downloads.hytrust.com/product_documentation/4.0.0/HyTrust_CloudControl_Administration_Guide.pdf 

689 

690 HTCC 4.0.0 Prerequisites: 

691 

692 Technical Requirements for HyTrust CloudControl Appliance (HTCC) 

693 
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Table 2: HyTrust Appliance System Requirements 

Minimum Requirement 
HyTrust Appliance 

Virtual Machine 

Disk Space 30 GB* 

Memory 4 GB** 

Virtual CPU 4 

Network 1 NIC minimum 

695 

696 * Thin provisioning for test environments only 

697 ** By default HTCC is deployed with 16 GB of RAM; for small test environments ONLY this can be 

698 changed to 4 GB of RAM prior to first power on.
 

699 

700 IP address requirements on the VM Management Network (to be configured on the HTCC): 


701  The HTA itself needs one IP address (Eth 0 Interface) 


702  One IP address for the vCenter Server(s) that will be protected by HyTrust Appliance 


703  One IP address for the vCenter Web Client Server (if applicable) that will be protected by
 
704 HyTrust Appliance 


705  One IP address for each ESX or ESXi host that will be protected by HyTrust Appliance. For 

706 example, if you have 10 hosts to protect, a total of 12 IP addresses will be required: 1 HyTrust
 
707 Appliance + 1 vCenter + 10 hosts. HTCC Management IP and PIPs (Public IP addresses) have to 

708 be on the same subnet. 


709 Authentication:
 

710  Root credentials for all ESX or ESXi hosts 


711  Administrator-level account for the vCenter Server instance (Service Account is 

712 recommended) typically named "htccVCserviceaccount" 


713  Domain user account to the Active Directory (AD) environment used for testing (a dedicated AD 

714 account for HyTrust Appliance is recommended) typically named "htccADserviceaccount" 


715 Active Directory Groups:
 

716  HT_SuperAdmins 


717  HT_NetworkAdmins
 

718  HT_DCAdmins 


719 Active Directory Users:*
 

720  SuperAdminUser 


721  NetworkAdminUser 


722  DCAdminUser 


723 * Be sure to add the users to the corresponding groups. 


724 
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725 VMware Components: 

726  ESXi = 5.5 Update 1 build 1623387 

727  vCenter = 5.5.0 Update 1 build 1623101 

728 B.5 Trust Authority Installation and Configuration 

729 Figure 11 explains the necessary steps in order to provision HTCC PolicyTags for geolocation. Each step 
730 has a detailed writeup in this subsection or the following subsection of the appendix. 

731 

TXT/TPM Pre 
Flight Checklist 

Configure TAS on 
HTCC 

Configure GKH 
on HTCC 

Configure 
PolicyTags on 

HTCC 

Install/Configure 
PXE server 

Provision HTCC 
PolicyTags for 
geolocation on 

host 

732 Figure 11: Process for Provisioning HTCC PolicyTags for Geolocation 

733 
734 B.5.1 TXT/TPM Pre-Flight Checklist 

735  Verify TXT/TPM are enabled properly in the BIOS of the hosts. 


736  Verify hypervisor has taken ownership of the TPM on all hosts from local host command line; 

737 enter this command for ESXi, esxcli hardware trustedboot get. (Note: If either the Dynamic 

738 Root of Trust Measurement (DRTM) or TPM shows as false, please verify that TXT and TPM 

739 are enabled properly.) 


740  Verify all hostnames are lower case.
 

741  Verify hosts domain is lower case, and add if blank.
 

742  Verify DNS entries Forward and Reverse lookup zones are correct and with lower case. (Note: If 

743 DNS A records were repopulating in Microsoft DNS with UPPERCASE, this has not caused any
 
744 issues.)
 

745  Verify time on vCenter, ESXi hosts, and HTCC are in sync and within five minutes of each other. 


746  Verify VMM and BIOS versions in vCenter and PCR values in the vcenter/managed object 

747 browser (MOB). To navigate to these values, a series of links must be clicked in the MOB: 


748 1. content – content
 
749 2. rootFolder – group-<ID>
 
750 3. childEntity – datacenter-<ID>
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751 4. hostFolder – group-<ID> 
752 5. childEntity – domain-<ID> 
753 6. host – host-<ID> 

754  To view the PCR Values, you can click on "runtime" or the Method, 
755 "QueryTpmAttestationReport" and click Invoke Method. 

756  If the Host is setup correctly and supports TPM and the vCenter Server has the appropriate PCR 
757 values a long page with many details will be launched.  

758  If the Host does not support TPM or the vCenter Server has no PCR data, only a few return 
759 types will be returned but no corresponding values. 

760 
761 B.5.2 Configure TAS on HTCC 

762 To configure the Trust Attestation Service (TAS) on HTCC, please refer to the HyTrust CloudControl 
763 Administration Guide in the section titled “Configuring the Trust Attestation Service”. 

764 
765 B.5.3 Configure GKH on HTCC 

766 To configure Good Known Host (GKH) on HTCC, please refer to the HyTrust CloudControl 
767 Administration Guide in the section titled “Enabling Good Known Host”. Figure 12 illustrates how the 
768 HTCC host dashboard displays GKH with the green lock icon. More details, such as BIOS version and 
769 VMM version, are available when the user hovers the mouse over the lock icon. 
770 

771 

772 Figure 12: VMware Host Selected as GHK 

773 
774 B.6 Trust Authority Registration 

775 B.6.1 Configure PolicyTags on HTCC 

776 
777 
778 

To configure PolicyTags on HTCC, please refer to the HyTrust CloudControl Administration Guide in 
the section titled “PolicyTags”. 
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779 B.6.2 Install/Configure PXE Server 

780 PXE stands for Pre-boot eXecution Environment. PXE allows you to boot systems without the presence 
781 of a traditional operating system. In order to use PXE, first set up a boot-server and configure it for 
782 DHCP, TFTP, and NFS services. The following steps describe the boot-server setup process: 
783 
784 1. Set up a virtual machine as a boot server. 

785 2. Set up the base operating system. 

786 3. Set up services. 

787 4. Configure GPXE to boot up on iPXE. 

788 Prerequisites: 

789  VMware ESXi 5.0 or later 

790  New virtual machine 

791  vHW8 

792  Linux: Ubuntu Linux (64 bit) x86_64 or CentOS 

793  1 vCPU 

794  512 MB RAM 

795  32 GB HD + LSI Logic Serial Attached SCSI (SAS) Host Bus Adapter (HBA) 

796 Note: Disk can be as small as 4 GB, if only NFS mounting a remote filesystem. 

797 Network Requirements: 

798 Connecting the system to the bootstrap network can be accomplished in one of three ways: 

799  Set the physical switch ports on the upstream switch to access mode with manually relocated/ 
800 reconnected cabling. This can be used for the environment with a small number of machines. 

801  The upstream switch port that is connected to the physical uplink is configured as a trunk port. 
802 The virtual switch itself is inspecting and adding or removing the VLAN tags. The bootstrap 
803 services operate on the untagged native VLAN and all other VLANs are delivered tagged. 

804 o VMware reference Virtual Switch Tagging (VST) on how the network is set up in the lab: 
805 http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC& 
806 externalId=1003806#estPoints 

807  Use a "DHCP-Relay" or "DHCP-Helper" in combination with the Virtual Local Area Network 
808 (VLAN) trunk, with the actual bootstrap services operating on some other remote VLAN. 

809 The PXE "Services VM" needs to have in-guest 'eth1' (Network Adapter 2 at VM configuration level) 
810 connected to a vSwitch or DvSwitch portgroup mapped to the same bootstrap network VLAN as 
811 described above. It does not need Promisc or Media Access Control (MAC) Spoof vSwitch permissions 
812 in order to function properly. 
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813 Set Up Services: 

814 You will receive a ‘.tgz’ bundle from HyTrust DevOps, along with pointers on where to obtain the correct 

815 version of the Intel Cloud Integrity Technology Asset Tag Provisioning ISO image. 


816 Copy the bundle and ISO image into the home directory of the maintenance user (via SCP or SFTP), then 

817 extract the bundle: 


818 1. tar -xzvf./path/to/file.tgz
 

819 2. Next, launch the configuration script within the extracted files: 


820 3. SVC_VM_ALL=1./Services_VM/Services_VM_Configuration.sh 


821 4. The script will install all requisite services (...) and move configuration files into place as shown 

822 in the next section.
 

823 Configure PXE Server for Local Network Topology: 


824 Within the PXE "Services VM", the configuration files interoperate as follows:
 

825  /etc/network/interfaces — eth0 / eth1 network interface configurations. 


826  /etc/default/isc-dhcp-server — DHCP daemon configuration. 


827  /etc/dhcp/dhcpd.conf — DHCP daemon configuration. Much of the file is comments. 


828  /etc/default/tftpd-hpa — TFTP daemon configuration. 


829  /etc/default/nfs-kernel-server — NFS daemon configuration. 


830  /etc/exports.d/local-intel.exports — NFS daemon filesystem export declaration. 


831  /var/lib/tftpboot/pxelinux.cfg/default — First phase (gPXE) bootstrap configuration. 


832  /var/lib/tftpboot/Intel/Mt.Wilson_TAS/2.0_GA/ATM/iPXE.cfg — Second phase (iPXE) 

833 bootstrap configuration.
 

834 Configure GPXE to Boot Up on iPXE: 


835 Configure the iPXE server for Asset Tag management.
 

836 You will have to provide variables such as:
 

837 atag-server = “http://<HTCC management IP address>: <7443>/mtwilson/v2” 


838 atag-username = ‘tagadmin’
 

839 Provide four additional variables to specify where the casper boot loader will be located: 

840  nfs-host 
841  nfs-root 
842  http-host 
843  http-root 
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844 Provision HTCC PolicyTags for Geolocation on Host: 

845 To provision HTCC PolicyTags for geolocation on host, please refer to the HyTrust CloudControl 
846 Administration Guide in the section titled “Provisioning Hosts”. 

847 Figure 13 depicts the PolicyTags Workflow from the HyTrust CloudControl Administration Guide in the 
848 section titled “Provisioning Hosts”. 

849 

850 Figure 13: PolicyTags Provisioning Workflow in the HyTrust Environment 

851 Figure 14 illustrates how to create different values for policy tags inside of the HTCC. These values are 
852 what make up the policy tags that get provisioned to individual hosts during the provisioning process. 
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853 

854 Figure 14: PolicyTags Provisioning Workflow in the HyTrust Environment 

855 Once policy tags are created, rules in the HTCC must be created so that the desired rules for the policy 
856 tags are enforced. Figure 15 shows rule creation that will allow for virtual machine migration between 
857 hosts that have a policy tag where the country is USA, State is MD, region is GEOLOC, classification is 
858 CLASS1, and trust status is Trusted. This rule will allow virtual machine migration between hosts that are 
859 trusted and within the same geolocation. 

860 

861 

862 Figure 15: Rule Creation to Enforce Policy Tags in HTCC 

863 Once the rules have been created and applied in the HTCC, enforcement of these rules will automatically 
864 happen when a user logs into the HyTrust protected vCenter Server. Figure 16 shows the error message 
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865 vCenter will display when a user tries to begin a virtual machine migration that does not meet the policy 
866 rules that are in place. 

867 

868 

869 Figure 16: HTCC Policy Enforcement within vCenter 
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870 

871 This section contains supplementary information provided by Intel describing all the required components 
872 and steps required to setup the proof of concept implementation. 

873 Figure 17 details how geo and asset tagging can be incorporated and taken advantage of in OpenStack 
874 clouds to provide location and boundary control of workloads/OpenStack images. With geotags/asset 
875 tags, you can enforce policies to control placement, migration, or bursting of workloads to trusted systems 
876 in specific geographical locations or boundaries, and provide visibility and compliance of your workload 
877 policies to ensure tenants of compliance to trust and location policies. 

Appendix C—Platform Implementation: OpenStack 

878 Figure 17: Geotagging within OpenStack 

879 

880 Asset tags/geotags are made up of one or more user defined attributes, along with a way to make sure the 
881 tag is specifically assigned to an asset. Figure 18 depicts how an asset tag/geotag is composed. 

882 

883 Figure 18: Composition of an Asset Tag/Geotag 

884 
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885 In order for asset tags/geotags to be utilized in the OpenStack environment, there must be modifications 
886 made to the out-of-the-box OpenStack implementation. Figure 19 depicts what these changes are, and 
887 where in the OpenStack architecture they exist. 

888 

889 Figure 19: Proposed OpenStack Changes 

890 

891 C.1 Solution Architecture 

892 Figure 20 shows the architecture depicted in Appendix A, but with the specific products used in the 
893 OpenStack platform implementation. 
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894 

895 Figure 20: Proof of Concept Implementation 

896 

897 C.2 Hardware Description 

898 The implemented architecture is composed of three Dell servers running VMware ESXi 5.5 configured as 
899 a cluster with a shared resource pool utilizing an iSCSI storage device, a management node that includes 
900 three VMs providing different functionalities, and a dedicated management workstation. 

901 Trusted Cloud Cluster: 
902  1 x Dell PowerEdge R620 (Intel TXT enabled): 
903 o 2 x Intel Xeon Processor E5-2660 @ 2.20 GHz 
904 o 64 GB memory 
905 o Ubuntu 12.04 LTS 

906  1 x Dell PowerEdge R410 (Intel TXT enabled): 
907 o 2 x Intel Xeon Processor E5630 @ 2.53 GHz 
908 o 8 GB 
909 o Ubuntu 12.04 LTS 

910  1 x HP Proliant DL385 G6 
911 o Ubuntu 12.04 LTS 

912 
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913 Management Node: 
914  HP Proliant DL380 G7 
915 o 2 x Intel Xeon Processor E5640 @ 2.67GHz 
916 o 12 GB Memory 

917  Windows Server 2008 R2 Hyper-V hosting the following VM: 
918 o Ubuntu 12.04 LTS with OpenStack IceHouse Controller 
919 o Ubuntu 12.04 LTS with Intel Cloud Integrity Technology appliance 

920 C.3 BIOS Changes 

921 The following changes are required in the BIOS settings: 

922 1. Set Intel TXT to “Enabled”. 

923 2. Set Intel Virtualization Technology (Intel VT) to “Enabled”. 

924 3. Set Intel VT for Directed I/O to “Enabled”. 

925 4. Set “Administrator Password” and reboot prior to enabling the TPM. 

926 5. Change TPM Administrative Control to “Turn On”; TPM state will show as “enabled and 
927 activated” after reboot. 

928 C.4 OpenStack Components 

929 This implementation is running a base install of OpenStack Icehouse, with installation steps followed 
930 from the OpenStack official documentation (found at http://docs.openstack.org/icehouse/install
931 guide/install/apt/content/). The base install includes a single controller node running the identity service 
932 (Keystone), the image service (Glance), the networking service, the compute service (Nova), and the 
933 dashboard (Horizon), with each additional compute node running the compute service (Nova). Each 
934 OpenStack node is running on Ubuntu 12.04 LTS with all of the compute nodes running on its own 
935 physical machine while the controller is running within a VM. 
936 
937 C.5 Trust Authority Installation, Configuration, and Registration 

938 The Trust Authority comes as an Intel virtual appliance, Intel Cloud Integrity Technology, which is an 
939 easily deployable VM with an install script and answer file for installation of the required services. The 
940 Intel Cloud Integrity Technology virtual appliance is available on the Intel FTP site. Instructions for 
941 completing the answer file and running the Intel Cloud Integrity Technology installer can be also found in 
942 Intel’s FTP site as the Intel Cloud Integrity Technology Product Guide. As part of the Intel Cloud 
943 Integrity Technology package, there is also a trust agent that must be installed on each compute node that 
944 is TXT and TPM enabled. This trust agent will allow the compute node to register and attest to the Intel 
945 Cloud Integrity Technology server, as well as act as the mechanism for Intel Cloud Integrity Technology 
946 to push the geotags to each compute node.  The Intel trust agent is installed via an install script and 
947 answer file, both of which are found on the Intel FTP site along with documentation on how to populate 
948 the answer file and run the install script. 
949 
950 Once the Intel Cloud Integrity Technology server is installed, along with the trust agents on the compute 
951 nodes, each compute node can be registered into the Intel Cloud Integrity Technology. This is done by 
952 through the “Host Management” tab in the Intel Cloud Integrity Technology URL. Each host is imported 
953 by its IP address or hostname; once they are imported into the Intel Cloud Integrity Technology 
954 appliance, the trust status of each will be visible in the Intel Cloud Integrity Technology Trust Dashboard, 
955 as shown in Figure 21. 
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956 

957 

958 Figure 21: Intel Cloud Integrity Technology Trust Dashboard 

959 
960 
961 
962 
963 

Through the “Asset Tag Management” tab in the Intel Cloud Integrity Technology URL, geotags can be 
created to be pushed to each node that is registered with Intel Cloud Integrity Technology. Figure 22 
shows what the Asset Tag Management page looks like, as well as its functionality on how to create new 
tag values. 

964 

965 

966 Figure 22: Intel Cloud Integrity Technology Tag Management 

967 
968 
969 
970 
971 

Once geotags are created for the compute nodes, through the “Asset Tag Management”  “Manage 
Certificates” tab, geotags can be pushed to each compute node. Figure 23 depicts which certificates have 
been provisioned to hosts, and also the mechanisms to deploy new certificates or revoke current 
certificates. 

972 
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973 

974 Figure 23: Intel Cloud Integrity Technology Certificate Management 

975 Once geotags have been pushed to the compute nodes, OpenStack services can be modified to ensure that 
976 VM migration is enforced by policies that correspond to compute node trust and geotags.  
977 
978 C.6 Trust Authority and OpenStack Integration 

979 Before OpenStack can use the trust attestation that Intel Cloud Integrity Technology provides, it first must 
980 know how to communicate with the server, as well as understand how to use the trust assertions that Intel 
981 Cloud Integrity Technology provides. Since VM migration policies will be enforced based off the image 
982 that instances are launched from, the properties associated with the OpenStack images must be modified. 
983 Also, since instance creation is performed through the OpenStack Horizon dashboard, the dashboard code 
984 must be modified to reflect the trust policies that can now be associated with images and instances. 
985 Finally, to enforce policy-based VM migration, the Nova scheduler must be modified so that it can get the 
986 correct trust assertions from Intel Cloud Integrity Technology. Intel provides an OpenStack/Intel Cloud 
987 Integrity Technology integration package that automates the above OpenStack modifications. Once the 
988 package has been downloaded from the Intel FTP site, the following steps need to be taken: 
989 
990 1. Place the integration package in root’s home folder on the OpenStack controller 

991 2. Make the install script executable – # chmod +x icehouse_geo-tag_patch.tgz 

992 3. Extract the package – # tar xczf “icehouse_geo-tag_patch.tgz” 

993 4. Go into the directory that has been create – # cd icehouse 

994 5. Before applying the patch, update nova_settings and horizon_settings files to change attestation 
995 server IP and access credentials 

996 6. Remove Ubuntu OpenStack Themes – # apt-get remove --purge  openstack-dashboard-ubuntu
997 theme 

998 7. Run the install script – # ./setup 
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999 The manual steps that the installer automates can be found in Intel documentation on the FTP server 
1000 under OpenStack documentation. Also, the changes to the OpenStack components that have been made 
1001 had blueprints submitted to the official OpenStack project (https://review.openstack.org/#/c/133106) as 
1002 well as code changes for the OpenStack Nova filter (https://review.openstack.org/#/c/141214). 
1003 
1004 C.7 OpenStack Usage 

1005 After the OpenStack and Intel Cloud Integrity Technology installation and integration have been 
1006 completed, it is time to create OpenStack instances that will have migration policies based on Intel Cloud 
1007 Integrity Technology trust attestations. The first step is to log into the OpenStack Horizon dashboard and 
1008 under the Admin panel, select Hypervisors. Here all of the compute nodes that are registered with the 
1009 OpenStack controller will be listed. Figure 24 shows these compute nodes along with the extension for 
1010 Geo/Asset Tag in the hypervisor dashboard. 

1011 

1012 

1013 Figure 24: OpenStack Hypervisor Dashboard 

1014 Notice that compute2.lab and compute3.lab have the Trusted Boot and Trusted Geolocation icons, which 
1015 is representative of what was seen in the Intel Cloud Integrity Technology dashboard. The next step is to 
1016 create an OpenStack image that will leverage these trust attestations. To do so, under the Admin panel 
1017 choose the Images selection and click the button to Create an image. Figure 25 shows the options that will 
1018 appear to apply trust policies to the image that will be created. 
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1019 

1020 Figure 25: OpenStack Image Creation with Trust Policies 

1021 The options exist to apply no trust policies, to apply a policy that only Trusted Boot is required, or to 
1022 require Trusted Boot and Trusted Geolocation for each instance that will be launched from this image. In 
1023 the reference implementation, one image for each condition has been created. Figure 26 shows the images 
1024 that have been created along with the trust policies that have been applied to them. 

1025 
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1026 

1027 Figure 26: OpenStack Images Dashboard 

1028 
1029 When an instance is launched from a specific image, the instance will inherit the trust policies from the 
1030 image. Figure 27 depicts a running instance with Trusted Boot and Trusted Geolocation policies.   

1031 

1032 Figure 27: OpenStack Instance Dashboard 
1033 

1034 For example, when an instance is launched from “CirrOS 0.3.1 Trust & Geo”, the Nova scheduler will 
1035 initially place the VM instance on a compute node that meets the Trusted Boot and Trusted Geolocation 
1036 policies. Furthermore, when a migration on the VM is requested, the Nova scheduler will attempt to find 
1037 another compute node that matches the trust policies. If such a compute node is found then the Nova 
1038 scheduler will start migration to that host; however, if no compute node matching the trust policy 
1039 requirements is found then the Nova scheduler will not perform a migration of the VM instance. 
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1040 

1041 This appendix presents screen shots from the HyTrust Cloud Control product that demonstrate the 
1042 monitoring of measurements in a governance, risk, and compliance dashboard. 

1043 Figures 28 and 29 show a chart reflecting the relative size of the pools of trusted (green) and 
1044 unknown/untrusted (yellow) cloud servers. In this example, there are two servers in the trusted pool and 
1045 one server in the untrusted pool. Relevant information for each server is provided: the hostname, 
1046 applicable labels and policy tags, IP address, type of host, trust status, BIOS level, hypervisor patch level, 
1047 and relationship to a trusted good known host. 

Root of Trust - Current Hosts And Trust Status Report 

Appendix D—Reporting Implementation: HyTrust 

This is a report that lists out all hosts and their trust status at the time that the report was generated. 

Trust Status: All 

Host Type: Any 

Labels/ 
PolicyTags: 

Any 

Report Generated: Apr 16, 2015, 3:15 PM 

Host Labels/PolicyTags IP Host Type Trust Status BIOS Patch Level VMM Patch 
Level 

GKH Relationship 

hypervisor1.nccoe.lab N/A 192.168.20.1 ESXi Unknown 1.3.6 VMware ESXi 
5.5.0 

build-1746974 

N/A 

1048 

Copyright © 2009-2014 HyTrust Inc. All rights reserved. Pat. 8065714, 8166552, 8336079, 8539589, 8832784. 

1 / 2 

1049 Figure 28: HyTrust Report Page 1 of 2 

1050 

1051 

1052 
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1053 

1054 Figure 29: HyTrust Report Page 2 of 2 

1055 To create this specific report, perform the following steps: 

1056 1. Enable Reports: General > Reports > Check Enable (No need for email) - On page 167 in the 
1057 Admin Guide 
1058 http://downloads.hytrust.com/product_documentation/4.1.0/HyTrust_CloudControl_Administrati 
1059 on_Guide.pdf 
1060 2. Add > Root of Trust – Current Hosts and Trust Status Report > Name: 
1061 Current_Hosts_and_Trust_Status_Report - On page 183 in the Admin Guide 
1062 http://downloads.hytrust.com/product_documentation/4.1.0/HyTrust_CloudControl_Administrati 
1063 on_Guide.pdf 
1064 3. Click > Apply 
1065 4. Click > PDF (It will download a PDF and then you can open it) 

1066 Custom reports can be made and exported through the HyTrust Cloud Control web interface. This is done 
1067 at the General > Reports tab. For more detailed information on how to create custom reports, refer to the 
1068 HyTrust Administration Guide. 
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1069 

1070 The major controls in the NIST Special Publication 800-53 Revision 4, Security and Privacy Controls for 
1071 Federal Information Systems and Organizations control catalog that affect the trusted geolocation proof 
1072 of concept implementation are: 

1073 AU-2, Audit Events 

1074 Related controls: AC-6, AC-17, AU-3, AU-12, MA-4, MP-2, MP-4, SI-4 

1075 References: NIST Special Publication 800-92; Web: csrc.nist.gov/pcig/cig.html, idmanagement.gov 

1076 CA-2, Security Assessments 

1077 Related controls: CA-5, CA-6, CA-7, PM-9, RA-5, SA-11, SA-12, SI-4 

1078 References: Executive Order 13587; FIPS Publication 199; NIST Special Publications 800-37, 800-39, 

1079 800-53A, 800-115, 800-137 

1080 CA-7, Continuous Monitoring 

1081 Related controls: CA-2, CA-5, CA-6, CM-3, CM-4, PM-6, PM-9, RA-5, SA-11, SA-12, SI-2, SI-4 

1082 References: OMB Memorandum 11-33; NIST Special Publications 800-37, 800-39, 800-53A, 800-115, 

1083 800-137; US-CERT Technical Cyber Security Alerts; DoD Information Assurance Vulnerability Alerts 

1084 CM-2, Baseline Configuration 

1085 Related controls: CM-3, CM-6, CM-8, CM-9, SA-10, PM-5, PM-7 

1086 References: NIST Special Publication 800-128 

1087 CM-3, Configuration Change Control 

1088 Related controls: CM-2, CM-4, CM-5, CM-6, CM-9, SA-10, SI-2, SI-12 

1089 References: NIST Special Publication 800-128 

1090 CM-8, Information System Component Inventory 

1091 Related controls: CM-2, CM-6, PM-5 

1092 References: NIST Special Publication 800-128 

1093 SC-2, Application Partitioning 

1094 Related controls: SA-4, SA-8, SC-3 

1095 SC-4, Information in Shared Resources 

1096 Related controls: AC-3, AC-4, MP-6 

1097 SC-7, Boundary Protection 

1098 Related controls: AC-4, AC-17, CA-3, CM-7, CP-8, IR-4, RA-3, SC-5, SC-13 

1099 References:  FIPS Publication 199; NIST Special Publications 800-41, 800-77 

1100 SC-11, Trusted Path 

1101 Related controls: AC-16, AC-25 

1102 SC-29, Heterogeneity 

1103 Related controls: SA-12, SA-14, SC-27 

Appendix E—Supporting NIST SP 800-53 Security Controls and Publications 
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1104 SC-32, Information System Partitioning 

1105 Related controls: AC-4, SA-8, SC-2, SC-3, SC-7 

1106 References: FIPS Publication 199 

1107 SI-3, Malicious Code Protection 

1108 Related controls: CM-3, MP-2, SA-4, SA-8, SA-12, SA-13, SC-7, SC-26, SC-44, SI-2, SI-4, SI-7 

1109 References: NIST Special Publication 800-83 

1110 SI-4, Information System Monitoring 

1111 Related controls: AC-3, AC-4, AC-8, AC-17, AU-2, AU-6, AU-7, AU-9, AU-12, CA-7, IR-4, PE-3, RA

1112 5, SC-7, SC-26, SC-35, SI-3, SI-7 

1113 References:  NIST Special Publications 800-61, 800-83, 800-92, 800-94, 800-137 

1114 SI-6, Security Function Verification 

1115 Related controls: CA-7, CM-6 

1116 SI-7, Software, Firmware, and Information Integrity 

1117 Related controls: SA-12, SC-8, SC-13, SI-3 

1118 References: NIST Special Publications 800-147, 800-155 

1119 

1120 Information on these controls and guidelines on possible implementations can be found in the following 

1121 publications: 

1122  SP 800-37 Rev. 1, Guide for Applying the Risk Management Framework to Federal Information 

1123 Systems: A Security Life Cycle Approach 

1124  SP 800-39, Managing Information Security Risk: Organization, Mission, and Information System 

1125 View 

1126  SP 800-41 Rev. 1, Guidelines on Firewalls and Firewall Policy 

1127  SP 800-53 Rev. 4, Security and Privacy Controls for Federal Information Systems and 

1128 Organizations 

1129  SP 800-53A Rev. 4, Assessing Security and Privacy Controls in Federal Information Systems and 

1130 Organizations 

1131  SP 800-61 Rev. 2, Computer Security Incident Handling Guide 

1132  SP 800-77, Guide to IPsec VPNs 

1133  SP 800-83 Rev. 1, Guide to Malware Incident Prevention and Handling for Desktops and Laptops 

1134  SP 800-92, Guide to Computer Security Log Management 

1135  Draft SP 800-94 Rev. 1, Guide to Intrusion Detection and Prevention Systems (IDPS) 

1136  SP 800-100, Information Security Handbook: A Guide for Managers 

1137  SP 800-115, Technical Guide to Information Security Testing and Assessment 

1138  SP 800-128, Guide for Security-Focused Configuration Management of Information Systems 
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1139  SP 800-137, Information Security Continuous Monitoring for Federal Information Systems and 

1140 Organizations 

1141  SP 800-147, Basic Input/Output System (BIOS) Protection Guidelines 

1142  Draft SP 800-155, BIOS Integrity Measurement Guidelines 

1143  FIPS 199, Standards for Security Categorization of Federal Information and Information Systems 

1144 

1145 The following table lists the security capabilities provided by the trusted geolocation proof of concept: 

1146 

Capability Category 
Capability 
Number 

Capability Name 

IC1.1 Measured Boot of BIOS 

IC1.2 Measured Boot of VMM 

IC1 – Measurements IC1.3 Baseline for BIOS/VMM Measurements (whitelisting) 

IC1.4 Remote Attestation of Boot Measurements 

IC1.5 Security Capability & Config Discovery 

IC2 – Tag Verification 
IC2.1 Asset Tag Verification 

IC2.2 Geotag Verification 

IC3 – Policy Enforcement 
IC3.1 Policy-Based Workload Provisioning 

IC3.2 Policy-Based Workload Migration 

IC4 – Reporting 
IC4.1 Support for Continuous Monitoring 

IC4.2 Support for On-Demand Reports 

1147 

1148 
1149 
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1150 The following table maps the security capabilities from the previous table to the NIST SP 800-53 controls 
1151 in the list at the beginning of this appendix. 

1152 
IC1.1 IC1.2 IC1.3 IC1.4 IC1.5 IC2.1 IC2.2 IC3.1 IC3.2 IC4.1 IC4.2 

AU-2 X X 

CA-1 X X X 

CA-2 X X X 

CA-7 X X 

CM-2 X X X 

CM-3 X X X X 

CM-8 X X 

PE-18 X 

SC-1 X X 

SC-2 X X 

SC-4 X X 

SC-7 X X X X X X 

SC-11 X X 

SC-29 X X X X X X 

SC-32 X X X X 

SI-3 X X X X X X 

SI-4 X X X X X 

SI-6 X X X X X 

SI-7 X X X X 

1153 


1154 
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1155 

1156 This appendix maps the major security features of the trusted geolocation proof of concept 
1157 implementation to the following subcategories from the Cybersecurity Framework:1 

1158  ID.GV-1: Organizational information security policy is established 

1159  ID.GV-3: Legal and regulatory requirements regarding cybersecurity, including privacy and civil 

Appendix F—Cybersecurity Framework Subcategory Mappings 

1160 liberties obligations, are understood and managed 

1161  PR.DS-6: Integrity checking mechanisms are used to verify software, firmware, and information 
1162 integrity 

1163  PR.IP-5: Policy and regulations regarding the physical operating environment for organizational 
1164 assets are met 

1165 

1 Framework for Improving Critical Infrastructure Cybersecurity, Version 1.0, NIST, February 12, 2014. 
http://www.nist.gov/cyberframework/index.cfm 

45
 

http://www.nist.gov/cyberframework/index.cfm


  

 

 
 

  
  

  
 

  
 

 

 
 

  
 

 
  

 
 

 

  
  
 

 
 

 
  

  
 

 
 
 
  
 
  

 
 

TRUSTED GEOLOCATION IN THE CLOUD: PROOF OF CONCEPT IMPLEMENTATION (SECOND DRAFT) 

1166 Appendix G—Acronyms and Other Abbreviations 

1167 Selected acronyms and abbreviations used in the report are defined below. 

1168 AD Active Directory 
1169 AIK Attestation Identity Key 
1170 API Application Programming Interface 
1171 BIOS Basic Input/Output System 
1172 CA Certificate Authority 
1173 CRTM Core Root of Trust for Measurement 
1174 CPU Central Processing Unit 
1175 DHCP Dynamic Host Configuration Protocol 
1176 DNS Domain Name System 
1177 DRTM Dynamic Roots of Trust Measurement 
1178 FIPS Federal Information Processing Standard 
1179 FTP File Transfer Protocol 
1180 GB Gigabyte 
1181 GHz Gigahertz 
1182 GKH Good Known Host 
1183 HBA Host Bus Adapter 
1184 HD Hard Drive 
1185 HTCC HyTrust CloudControl 
1186 IaaS Infrastructure as a Service 
1187 Intel TXT Intel Trusted Execution Technology 
1188 Intel VT Intel Virtualization Technology 
1189 I/O Input/Output 
1190 iSCSI Internet Small Computer System Interface 
1191 ISO International Organization for Standardization 
1192 IT Information Technology 
1193 ITL Information Technology Laboratory 
1194 MAC Media Access Control 
1195 MLE Measured Launch Environment 
1196 MOB Managed Object Browser 
1197 NC Nonce 
1198 NFS Network File System 
1199 NIST National Institute of Standards and Technology 
1200 OEM Original Equipment Manufacturer 
1201 OMB Office of Management and Budget 
1202 OS Operating System 
1203 PCR Platform Configuration Register 
1204 PIP Public IP Address 
1205 PXE Pre-Boot Execution Environment 
1206 RAM Random Access Memory 
1207 RTM Root of Trust for Measurement 
1208 RTR Root of Trust for Reporting 
1209 RTS Root of Trust for Storage 
1210 SAS Serial Attached SCSI 
1211 SCP Secure Copy 
1212 SFTP Secure File Transfer Protocol 
1213 SML Stored Measurement Log 
1214 SP Special Publication 
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1215 SRK Storage Root Key 
1216 TAS Trust Attestation Service 
1217 TFTP Trivial File Transfer Protocol 
1218 TPM Trusted Platform Module 
1219 URL Uniform Resource Locator 
1220 VLAN Virtual Local Area Network 
1221 VM Virtual Machine 
1222 VMM Virtual Machine Monitor 
1223 VST Virtual Switch Tagging 
1224 
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